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Abstract:  

In every consumer-facing company, ratings and comments have great significance. The majority of 

the data used for this is generated by reviews and feedback from different social networking sites. This 

research examines many machine learning methods on data set to comprehend consumer’s perceptions 

about an item. A comparison analysis is conducted to discuss the effectiveness of these algorithms on 

various text categorization datasets. The goal of this research is to use sentiment analysis to determine 

which classifier best fits consumer perception. Therefore, to achieve this goal, datasets are first 

subjected to text preprocessing techniques, and then the processed data is subjected to feature 

extraction techniques. After that, machine learning methods are used for classification and clustering, 

respectively. Additionally, these methods are assessed, and the findings show that, for the music 

instruments review dataset, machine learning algorithms—particularly Random Forest (RF) perform 

better than Support Vector Machine (SVM) and Decision Tree (DT) algorithms. 
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I. INTRODUCTON 

Sentiment analysis, also called opinion mining or emotion AI, is the systematic identification, 

extraction, quantification, and evaluation of affective states and subjective data using natural language 

processing, text analysis, computational linguistics, as well as biometrics. In marketing, customer 

service, and clinical medical applications, sentiment analysis is widely used to voice of the customer 

materials such as reviews and survey replies, internet and social media, and healthcare materials. 

Sentiment analysis is the analysis of the positive or negative attitude of the customer in text [1]. 

Businesses may track online chats to use contextual analysis of identifiable data to better understand 

the social attitude of their customers [2].  

Customers are sharing their ideas and thoughts about the company more freely than ever before, 

and sentiment analysis has grown into a powerful tool for monitoring and understanding online 

conversations. By automatically analyzing survey and social media feedback and reviews, you may 

learn what makes a consumer pleased or dissatisfied [3]. We may also use this information to enhance 

your brand by tailoring your products and services to your customers' demands. The data utilized in 

sentiment analysis on product reviews comes from customer comments or reviews on a specific 

product. It may be used to monitor customer perceptions of the product and determine if they are 

generally positive or negative [4]. This kind of information may be used to make decisions about the 

product, such as whether it should be advertised or withdrawn. It may also help organizations 

determine which areas or facets of the product want improvement. Customizing the consumer 

experience can also benefit from the information found in customer evaluations, since many of them 

provide specific details about the customers' experiences [5].  

 

II. LITERATURE REVIEW 

A. Krouska et al. conducted research and released a paper on the use of text preparation 

techniques to sentiment analysis using Twitter datasets [6]. The results of the experiments have shown 
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that the feature selection stage increases the sentiment analysis accuracy of each machine learning 

system. Z. Jianqiang [7] suggested utilizing five Twitter datasets to compare the results of different 

text preparation methods. Enhancing the classification accuracy performance of each dataset is the aim 

of this research. G. Angiani et al. [8] examined the several text processing techniques that influence 

accuracy performance. While it takes a long time, the data cleaning procedure is very important and 

demands more attention than previous processes. 

E. Haddi et al. presented the experimental results of the text preparing phase to predict sentiment 

data from online movie reviews using SVM [9]. The data transformation and filtering processes were 

integrated in terms of performance and accuracy. According to D. Torunolu et al.'s [10] investigation, 

there are three text processing procedures that affect the accuracy of Turkish text analysis: stemming, 

stop word filtering, and word weighting. Text preparation techniques were used in M. Mhatre et al.'s 

[11] examination of the "bag of Words Meets Nags of popcorn" dataset. Combining three text 

processing strategies—managing slang, eliminating stop words, and lemmatization—resulted in the 

greatest accuracy. 

The LeBERT sentiment classification approach, presented by Mutinda et al. in [12], combines 

CNN, BERT, N-grams, and a sentiment lexicon to overcome these drawbacks. Words chosen from a 

portion of the input text are vectorized by the model using sentiment lexicon, N-grams, and BERT. 

After mapping features, CNN, a deep neural network classifier, provides an output sentiment category. 

Three publicly available datasets are used to evaluate the proposed model: Yelp restaurant reviews, 

Amazon retail reviews, and Imbd movie reviews. S. Vijayarani et al. [13] provided a detailed 

description of text mining and text processing techniques for locating knowledge in text material that 

users of social media platforms publish. They discussed the TF/IDF method, stemming, and stop word 

removal as part of the core text preparation step. Each group's stemming algorithms were also 

provided, along with the advantages and disadvantages of each stage. This paper illustrated every stage 

of text preparation, which was essential for doing sentiment analysis or text mining. 

 

III. DESCRIPTION OF DATA SET 

The present research examines preprocessing methods for sentiment analysis using Python 

modules, utilizing the Musical Instruments Review dataset. The input data is provided as a.csv file. 

The dataset consists of 9 columns and 10261 rows. reviewerName, reviewerID, asin, and helpful 

reviewText, general, synopsis, and unixReviewTime, reviewTime, and dtype: int64 are the input 

dataset's properties. Figure 1 displays a sample of the dataset for reviews of musical instruments before 

preprocessing. 
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Figure 1: Sample of Musical instruments reviews dataset 

 

IV. METHODOLOGY 

This section discusses the problem definition for this research work. Organizing the many forms 

of unorganized information in a customer review is the main challenge for data mining activities. It is 

necessary to comprehend the patterns and important phrases in the customer review to analysis the 

sentiment [14]. The dataset is preprocessed to remove redundant data, missing data, and unnecessary 

features. The cleaned music instruments reviews dataset is then used in the sentiment analysis process 

to determine whether or not the review impacted individuals would be identified using Random Forest, 

Support Vector Machine and Decision Tree Algorithms. The.csv file format for the music instrument 

dataset can be obtained from the repository. The dataset is named musicinstrumentsreviews.csv in the 

file.  

 
Figure 2: Research Methodology 

According to the sentiment among the various input data forms, three distinct machine learning 

algorithms Random Forest, Support Vector Machine, and Decision Tree Algorithms are used to do the 

research. Based on how the data points are separated from one another, each emotion has been 

categorized and arranged [15]. A range of colors are used to display each categorized data point, and 

the execution time is expressed in seconds. Figure 2 shows the overall methodology of this research 

work. 

A. Performance Metrices 
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The dataset's performance is shown by performance metrics. The presentation of the suggested 

system was assessed using the following criteria: F-measure, Precision, and Recall. Conventional 

count values, such as True Positive (Tp), True Negative (Tn), False Positive (Fp), and False Negative 

(Fn), are utilized here. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁 ∕  𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁   (4) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃 ∕  𝑇𝑃 + 𝐹𝑃                           (5) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁 ∕  𝑇𝑁 + 𝐹𝑃                           (6) 

These metrics are carefully utilized to evaluate the algorithms' performance when compared to the 

analysis's evaluation of the data that was selected set.   

B. Preprocessing 

Data preparation is the process of converting raw data into a readable format. It is also a vital step 

in data mining because we cannot work with raw data. Prior to applying deep learning or data mining 

techniques, the data's dependability should be evaluated [16]. Duplicate entries, missing data, & noisy 

data in the same format will be removed from the database during preparation. Data transformation, 

data reduction, data integration, and data purification are the four main tasks of data preprocessing. 

C. Machine Learning Algorithms  

Supervised learning, unsupervised learning and Reinforcement learning are the three basic 

categories into which machine learning algorithms may be generally divided. Labeled training data—

that is, input-output pairs—is what supervised learning algorithms need to run. Learning from the 

training data and predicting outputs for fresh, unknown data is the main objective of these algorithms 

[17] [18]. Frequently utilized supervised learning methods comprise Logistic Regression for binary 

classification issues, Support Vector Machines (SVM) for both classification and regression 

applications, and Linear Regression for continuous value prediction[19]. A few more noteworthy 

algorithms in this area include neural networks, especially the deep learning varieties such as Recurrent 

Neural Networks (RNNs) and Convolutional Neural Networks (CNNs), as well as Random Forests, 

Decision Trees, and k-Nearest Neighbors (k-NN). 

C.1 Random Forest 

There are several steps involved in using the random forest method for sentiment analysis on a 

dataset of reviews of musical instruments. Gathering a dataset with reviews and sentiment labels 

(positive, negative, or neutral) is the first step [20]. You may have to manually label a portion of the 

dataset if sentiment labels are absent, or you may need to construct sentiment labels using a trained 

model. Subsequently, preprocess the text data by lemmatizing or stemming, tokenizing, deleting stop 

words, and cleaning. Transform the text into numerical representations by applying word embeddings 

or TF-IDF algorithms. Divide the preprocessed data into training and testing sets using an 80-20 or 

70-30 ratio, if applicable [21].  

Utilizing the training data, train the random forest classifier. The RandomForest Classifier from 

the sklearn.ensemble package in Python may be used for this. Utilizing TfidfVectorizer, vectorize the 

text data, fit the classifier to the training set of data, and then forecast the test set's attitudes [22]. 

Utilizing measures like accuracy, sensitivity and specificity all of which can be acquired via scikit-

learn's classification_report evaluate the model's performance. Utilize the model to foresee the 

sentiment of fresh reviews after it has been trained and evaluated. Because of its robustness and 

capacity to manage intricate data and connections, the random forest algorithm is a great option in 

sentiment analysis in music instrument reviews, yielding insightful user comments [23]. 

C.2 Support Vector Machine  

A structured method is necessary to achieve reliable sentiment classification when using the 

support vector machine (SVM) algorithm for sentiment analysis on a dataset of reviews of musical 

instruments. First, compile a dataset of reviews of musical instruments together with sentiment labels 

(neutral, negative, or positive). Use a pre-trained model or manually label a subset if labels are absent. 

Preprocess the text data by tokenizing, eliminating stop words, cleaning (removing HTML elements, 

special characters, and punctuation), and lemmatizing or stemming to guarantee consistency[24]. Use 

methods like TF-IDF to convert the written material into numerical representations that accurately 
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reflect the context and meaning of each word. utilizing an 80-20 or 70-30 ratio, divide the dataset into 

training and testing sets, utilizing the larger fraction for training [25]. 

Utilizing the SVC class from scikit-learn and vectorizing the text input with TF-IDF, train the 

SVM classifier. Using accuracy, precision, recall, and F1-score metrics gleaned from scikit-learn's 

classification_report, assess the trained model on the test set. Use grid search or random search 

techniques to fine-tune hyperparameters like the kernel type (linear, polynomial, radial basis function), 

regularization parameter (C), and gamma parameter (for non-linear kernels) in order to increase 

performance [26]. After the model is refined, use it to forecast the tone of fresh reviews. The SVM 

technique is a strong option for sentiment analysis in music instrument reviews because of its capacity 

to identify the best hyperplane for class separation, yielding insightful user comments [27].  

C.3 Decision Tree  

In order to achieve correct sentiment classification, there are many crucial measures to follow 

when applying the decision tree algorithm for sentiment analysis on a dataset of reviews of musical 

instruments. First, gather a dataset comprising reviews of musical instruments and sentiment labels 

(neutral, negative, or positive). You might have to apply a sentiment analysis model that has already 

been trained or label a subset by hand if sentiment labels are not accessible [28]. Tokenize the text data 

into individual words, remove stop words, clean the text data (removing HTML elements, special 

characters, and punctuation), and conduct stemming or lemmatization to check consistency. Utilize 

methods such as TF-IDF to convert the cleaned text into numerical representations that accurately 

reflect the significance and context of each word. Using an 80-20 or 70-30 ratio, divide the dataset into 

training and testing sets, with the bigger set being used to train the model [29].  

Utilizing the DecisionTreeClassifier from scikit-learn and vectorizing the text input with TF-IDF, 

train the decision tree classifier [30]. Utilizing measures like accuracy, precision, recall, and F1-

score—all of which can be found in scikit-learn's classification_report—evaluate the trained model on 

the test set. Optimize performance by adjusting hyperparameters such as the tree's maximum depth, 

the number of samples needed to split a node, and the criterion (such as entropy or Gini impurity) used 

to determine the quality of a split [31] [32]. After the model is refined, use it to forecast the tone of 

fresh reviews. Sentiment analysis of music instrument evaluations can benefit from the interpretability 

and robustness of the decision tree technique, which allows for the extraction of insightful user input. 

 

V. RESULTS AND DISCUSSIONS 

This research uses machine learning methods, to analyze raw data in order to identify emotive 

product reviews for musical instruments and to assess the effectiveness of these algorithms, and the 

outcomes are tracked and compared. Analysis has been done in a few prediction parameters. The 

following outcomes are the product of the procedure. 

Table 1: Comparative Performance of all algorithms 

Algorithms Accuracy Sensitivity Specificity 

Random Forest 81.85 72.81 77.06 

Support Vector Machine 75.16 66.66 70.91 

Decision Tree 71.68 61.36 66.52 

Table 3 shows the performance analysis of Random Forest, Support Vector Machine and 

Decision Tree algorithms. The three approaches are evaluated for effectiveness using the following 

metrics: f-measure, recall, accuracy, and precision. 
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Figure 3: Accuracy of all algorithms 

 

 
Figure 4: Sensitivity of all algorithms 

 

 
Figure 5: Specificity of all algorithms 

Figure 3,4, and 5 depicts the performance analysis of all three methods, with the Random Forest 

algorithm achieving the precision value of 81.85%, recall value of 72.81%, and F-measure value of 

77.06%. The Support Vector Machine algorithm achieves 75.16% precision, 66.66% recall, and 

70.91% f-measure value. The Decision Tree Algorithm achieves a precision value of 71.68%, a recall 

value of 61.36%, and an F-measure value of 66.52%. Based on the results, it is evident that the Random 

Forest algorithm outperforms the other two existing approaches. 

Table 2: Average Computational time and Memory utilization of algorithms 

Algorithms Execution time (sec) Memory utilization (kb) 

Random Forest 45.41 15.69 

Support Vector Machine 54.03 22.42 

Decision Tree 66.85 29.67 
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Figure 6: Time Complexity of algorithms 

Table 2 displays the execution time and memory usage for Random Forest, Support Vector 

Machine and Decision Tree algorithms. Figure 6 shows the graphical representation of the execution 

time taken by the resultant dataset of the three classification algorithms. Figure 7 shows the graphical 

representation of the memory space occupied by the resultant dataset of the three classification 

algorithms. 

 
Figure 7: Space Complexity of algorithms 

Figure 6 shows that the time to compute the Random Forest algorithm is very less when 

compared to Support Vector Machine and Decision Tree algorithms. Figure 7 shows that the memory 

space occupied by Random Forest algorithm is also relatively less when compared to Support Vector 

Machine and Decision Tree algorithms for the selected dataset. 

 

VI. CONCLUSION 

The research compares the results range along with various analyses based on emotions from the 

dataset to examine the performance of the algorithms. Sentiment analysis is a rapidly developing field 

in text mining and computational linguistics; writings are categorized using this method based on the 

feelings they convey. This article covers sample methodologies for the three main components of a 

typical sentiment analysis model: data preparation, review analysis, and sentiment categorization. 

Future research should look into novel classification models that can account for the ordered declares 

property in rating inference, as well as advanced techniques for collecting viewpoint and product 

attributes. Applications that capitalize on the findings of sentiment analysis will also likely based on 

surface. According to our findings, the Random Forest method performed better than the Support 

Vector Machine and Decision Tree algorithms in terms of accuracy, recall, and f-measure. It also 

required less time and space. 
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